UNIT IV
Introduction
The square of a standard normal variate is known as a chisquare variate with
1 degree of freedom.Thus if x follows normal with mean p and variance o2
then z = x-p / 0, z?% is a chi-square variate with 1 d.f In general if xi, 1=1,2,......
are n independent normal variates with means pi and variances gi? then
x? =5 zi?is a chisquare variate with n d.f.
Conditions for the validity of chi square test
1.the sample observations should be independent.
2.constraints on the cell frequencies, if any, should be linear for example
> 0i =) Ei
3.N, the total frequency should be reasonably large , say, greater than 50
4.No theoretical cell frequency should be less than 5.

Since chi square does not involve any population parameters, it is termed as a
statistic and the test is known as non parametric or Distribution free test.

Applications

To test if the hypothetical value of the population variance is 02 = g0? (say)
To test the goodness of fit

To test the independence of attributes

To test the homogeneity of independent estimates of the population variance



Inferences about a population variance

Suppose we want to test if a random sample xi, | = 1,2,.....n has been drawn from
a normal population with a specified variance 62 = go? then the statistic

x%=5 [xi — %X]*/00? = ns? | 0o? follows chisquare distribution with ( n-1) d.f.

It is believed that the precision of an instrument is no more than .16 write down
the null and alternative hypothesis for testing this belief

25 23 24 23 25 27 25 26 26 27 25

Solution

Hy: 0% =.16

Hi:0%>.16

Goodness of fit test

A very powerful test for testing the significance of the discrepancy between
theory and experiment was given by prof.karl pearson and is known as chi-square
test of goodness of fit.

It enables us to find if the deviation of the experiment from theory is just by
Chance or is it really due to the inadequacy of the theory to fit the observed

Data.



If oi i=1,2,.....n is a set of observed frequenciesand Eil=1,2,....... nis the
Corresponding set of expected frequencies then

x2=3(0i —Ei)?/Ei, ( Yoi =3FEi)

Follows chi-square with (n-1) d.f.

The demand for a particular spare part in a factory was found to vary from day-to-
day.

Days : Mon Tue Wed Thurs Fri Sat
Number : 1124 1125 1110 1120 1126 1115
Solution

H,: The number of parts demanded does not depend on the day of week.

Digits: 0 1 2 3 4 5 6 7 8 9
Frequency: 1026 1107 997 966 1075 933 1107 972 964 853

Test whether the digits may be taken to occur frequently in the directory.



15-6-3. Test of Independence of Aftributes—Contingency Tables. Let us
consider two attributes A and B, A divided into r classes Ay, Ay, ..., A, and B divided
DB, B,. Such a classification in which attributes are divided into
bl Cla.‘sses is known as manifold classification. The various cell frequencies
can l?e expressed in the following table known as r x s manifold contingency table where
(4)) is the number of persons possessing the attribute A;, (i = 1,2, ..., 7), (B)) is the
number of persons possessing the attribute B (j = 1, 2, ..., §) and (A;B)) is the number
of perrsons posiessmg both the attributes }Qi and Bj, (i=1,2, ..., = L2

Also i=ZI (A) =j§1 (Bj) = N, where N is the total frequency.
TABLE 15.7: rx s CONTINGENCY TABLE

" F A ’
i B Ay Ay .- A; o A, Totaj
B, (AiBy)  (A;B) GAIR): nonovies cilileBitys )
B, (A1B)) (A3 By) AR (ABy) | (B

B; (A1B)  (A;B) (A;B) (A,B) (By)

K3 B‘ (AlBs) (AZBI) (Al Bs) (ArBs) (Bs)
Galbmetat {4~ (A (A) @A) \ N \

ﬁ}f gt {hambowri A
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Example 15.17. (2 x 2 CONTINGENCY TABLE). For the 2 x 2 table, :

a b
, prove that chi-square test of i"dependen
Ce -
c d b
e Niad - bc)? -
B G A et beed (g
Solution. Under the hypothesis of independence of attributes, )
1 e AP
E(a) —3 M)_]\-](‘}_-*’_C)_ a b 'a\
+
E(b) = .(M)N@L‘Q \b%
c d 1
E() = @xdlexd) Sl
g E(d)=gb+dN)gc+dz a+c b+d N |
2 <la=E@P  [-EQF , [c=EQP , d-E@P P
Ea) E() E(0) E(d) ()
Rtk = - (a+b)1\§a-ii) =a(a+b+c+rj)-}$12+ac+ab+bc) _ad—be
Similarly, we will get:  b—E(b) = -4t~ c~E(c); d - E(d) =M=k
Substituting in (*), we get
(ﬂd—bC)z[ Toon 8 cmiles agbt! ]
2 eny o st S99 WIS IEE -y 2 T PR
X ="N? |E@*E®) TEQTED
4 (ad-bc)![ 1 + 1 & 1 (! 1
ik @a+b)a+c)  (a+b)b+d) (@+c)(c+d) " (b+d)(c+d)
_ (ad = be)? b+d+a+c 4 b+d+a+c
| (@+b)a+c)b+d)  (a+c)(c+d)(b+d) ~

- c+td+a+b s N(ad - bc)?
addr by [(a+b)(a+c)(b+dxc+d) “@rha+op+dcrd);

Remark. We can calculate the value of 2 for 2 x 2 contingency table by using (1518)
directly. The reader is advised to obtain the value of x? in Example 15.16 by using (15:18).

Example 15-18. Out of 8,000 graduates in a town 800 are females, out of 1,600 graduit
employees 120 are females. Use y? to determine if any distinction is made in appointment o1
the basis of sex. Value of x* at 5% level for one degree of freedom is 3-84.
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5.1. INTRODUCTION _ p | statistical tool for tes ol L:c.ting i 1€ teg 2 |
The analysis of variance is a powertd dequate procedure only for testing t Sl@nifican, |
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of the difference between two sample M€
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the yields is significantly different or 1n other wo ded by the tcchmque p

edure 18 2
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g effect of these fertilizep, b
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the same normal population. The answ;;,to ztr}z]ctly‘}; g of variance s to test the homogeneiy, of
of the analyst

analysis of variance. The basic purpose
 wrme introduced by PrOf_' R

A. Fisher in 1920’ t¢ deg

et i natnra Tha 1.,

several means.

Juceor (causes), the latter being known as experumentaL error vl oLy st
5-1-1. Assumptions for ANOVA Test. ANOVA test is based on the test statisticg F(or

Variance Ratio).
For the validity of the F-test in ANOVA, the following assumptions are made :

((l) The observations are independent,
(i) Parent population from which observations are taken is normal, and

(¢zzi) Various treatment and environmental effects are additive in nature. )
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5.2. ONE-WAY CLASSIFICATION
Let us suppose that N observations ¥ir@G=1,2, .., k; j=1,2, ..., n;) of a random variable
Y are grouped, on some basis, into % classes of sizes ny, ng, ..., n;, respectively, 2 n; )

i=1
exhibited in Table 5-1.
TABLE 5-1: ONE-WAY CLASSIFIED DATA

Class Sample Observations Total Mean \
1 Y1 Y12 Yin, 1 Y1
2 Y21 Y22 o T, W
i Yi1 Yio Y T; v
S PR 5
Yr1 Yr2 ykn, Tk> Y- o

The total variation in the observation y;; can be split into the following two components :

(z) The variation befween the classes or the variation due to different bases
classification, commonly known as treatments.

(2z) The variation within the classes, i.e., the inherent variation of the random variable

within the observations of a class.

The first type of variation is due to assignable causes which can be detected and
controlled by human endeavour and the second type of variation is due to chance causes

which are beyond the control of human hand.

The main object of analysis of variance technique is to examine if there is significant
difference between the class means in view of the inherent variability within the separate

classes.

In particular let us consider the effect of k& different rations on the yield in milk of N
eo‘vva (of the same breed and stock) divided into % classes of sizes nq, no, ..., nj respectively,

M *'5 E n;. Here the sources of variation are :
i=1

e )

’._.i&‘h-
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531 ANOVA for Fixeq Effect Model. 1t f:
- If the

 Jevels of interest, then the 4. : actor i i
o | . e fixed effect o oy lgvels. under consideration are the
Vi Swite, > model given below is used :

=Q Nolw

‘s are fixed (unkn .L Tt eyilis b B, oo kij=1 9

where & OWn) constantg and al] th . s Ay vony ;) ... (5-3)
(5:2d)- 7 € symbols h

amptions in Model (5.3),
(i) All the observationg (y;
(1) Different effectg are ‘

ave been explained in (5-2) to

; s) are independent ang Yii ~ N (;, 6,2)
additive in nature, et

“”) F” are I..l..d. IV (0, 0'02) I e E( 2
' ; ) L.e., l’.,") =1) (&) = ] -
Under the third assumption, the modjel (5-32)11;:&‘/;1(8”) %Al oty
S « mes :
‘yl,]) “l_“+ai; (l=1) 2""’ k! j=1’2"“’n.). (54)

Statistical Analysis of Mode] (5-3)

‘ Null Iiypn‘“ESIs' we ”allt to test t (l l 0 means r.e., tlle
a ]t Of the pOpula 10n )

H02H1=u2=...=pk=p ... (5-4a)
which from (5-2b) reduces to
' Ho:al =a2=~--=0‘k=0 (5'4[7)
Alternative Hypothesis. At least two of the means Wy, Mg, ..., 1y are different.

Let us write :

— n'
Yi. = Mean of the ith class = ¥ Yilni;G=1,2, .., k)
!:1 s ... (54¢)

= 32 1
d = Over all m == e e
an e ean Nl§l jgl Yij Ni§1 iy

Least Square Estimates of Parameters. The parameters u and «; in (5-3) are
estimated by the principle of least squares on minimising the error (residual) sum of squares

given by :
E=XYY¢2=23 (y;—n-op)?
R B

The normal equations for estimating |1 and o; are :

IE IR, s
ﬁ=_2;§0ij~u_aﬂ=0_“(*) and a(l,‘__zjgl (‘V.‘,—“—Ul) =0 L )

From (*), we get
k

& i o

From (**), we get

1 z - S o
Zyy-mii-n8=0 = &=7Yy-f=5i-f, ie, &=7.-5. ... 55a)
> 'J



OF APPLIED STAT
FUNDAMENTALS iSTig
— T

56
Hence. substituting in (5-3), the model becomes :

yu = ,; > CV-L -i) ¥ "u -—_V;_,

g ) ,

Observation (Grand (Deviation (Residual
Mean) due to ith o
treatment) error

component!

rror component €,; so that both,

Partitioni introduce the e
ning of Sum of Squares. We introd hich is due to randomisation

the sides are equal. This is the deviation within the class which is du
Trans]’o‘ing ¥ to the left, squaring both sides and summing over i and j, we get

-~

n

& n

X = - = — = 28

_z] ’gl‘)u -y . P =¥ Z(yu_y,,-a-y,.—y..)
e i=1)=1

=ZZ(yu—;..)z+zn.(§‘--§..p+2[; {("—"-‘I; ,;(-\r”‘)-',‘l}]

.1
But Z, (¥, =¥, ) = 0, since the algebraic sum of the deviations of the rations from thej,
J=

mean is zero.

XX (3y~5 P=XL(yy-5: P+ Im(F-F. 7 .. (5%)
) ]
S7* =X (y, -y ) is known as total sum of squares (T.S.S.) ;
i J
Sg* = L}‘: (¥ — ¥, 2 is called within sum of squares or error sum of squares (S.S.E.): and
82 =Y¥n,(¥.—5 0 is called S.S. due to treatments (S.S.T.).
13

Then, Total S.S.=SS.E. +SS.T. ... (56a)
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5-9
TABLE5.2: ANOV
2 S-~\\AJ}\BLE FOR ONE.
Gources of VATiation | Sum of Squares |~ i AY CLASSIFIED DATA
- % - M’i’_ﬂ Oquf;;t‘-r;J Variance Ratio
e T ‘
— =LY 8 |
F=#=Fk<-x,N-k f

rks 1.We have seen above th

_ 7. alen additive, their mean ,qm..,..,\_a,tz although SR and QaSAA Ll A% e
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5.24 FUNDAME
DATA o cadLl)
TABLE 513: TWO-WAY OSSR o Totals | Row Means |
Treatments Varieties of Cows :
| ey = o N
| (Rations) 1 2 J A - (‘,‘~"') : (%»"w) /h)
| | R S e
i y y Y Y T' i {l'
J11 12 o
" T,. Yo
2 Y21 Yoo Y e : ' :
: f T' ;:
¢ Yi1 Yi2 Yi )"h ‘ ‘ f
: ' Be ' Yi
k Y Y2 Y __Y.L-‘——-——’—%——’—f—‘ —}EN
Column Totals ) Tis T; Tw | G=% Iy
Column Means b &
" s i Yo
= (Zyu)/k ¥a Y2 J
in the above discussion, for

f we assume that,

5.3-1. ANOVA for Fixed Effect Model. I
ly ones of interes

both the factors the levels used are the on

parametric model, is used.
Factor A : Treatments (Rations)

Factor B : Variety (Breed and Stock) of cow.
In the above illustration, the fixed effect model is :

t, then the fixed effect or

yU=l’1U+£U = E(‘yij)=u‘(j;(i=1929'-~,k;j=1l2! ""h) '(548)
where y;; are independent N (y;;, o.%) and g;; are iid. N(0,62 Vi, .
y;; is further split into the following parts :
.. (5-49)

(i) The general mean effect p given by : p= ¥ 3 P-(,'/N.
-
(ii) The effect o, (i = 1,2, ..., k) due to the ith ration given by : o =l —}, ... (5-50)

1 h
where, Wi =3 .2‘.1 pys G=1,3,..,4.
J=

k
2 0 =0 ... (5-50a)

i=1

Obviously
(iii) The effect B;, (j = 1,2, ..., ) due to the jth variety (breed of cow) given by :

Bj g "’:i—u»wm u-j’; 'Zl lh‘p(i’ L,2.., h).(5'51)
L=

h
o S22 i ...(5:51a)

(iv) The interaction effect y;; when the ith ;
second factor (breed of cow) oemg' M l;ld‘:ﬁ:::;w (rations) and jth level of
where Zw e e b ... (5:52)

"¢ j w '0Vi‘1¢a’u-s‘ M %ﬁ‘lpv-’“ 1,2,.""‘ o (5.520)
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oL .Tbu’, we have
Wy =u+(p,,-p)+(u,, (g~ Byt W)
wn,equently the model (5:16) becomes 5.53)
md Yy =Hh 4+ + “/ Y+ £y KD
_is the error effect due to chance and
sz k h i B £.59a)
20=0=Yf; X y=0vj; ¥r=0Vi & Bt
1= 1 w1 ia R’, fo)
ith

there i8 only one observation in each cell, the observation corresponding to the
of ration and Jth level of breed of cow is only one, i.e., y,. But we cannot estimate by one

ue alone. Hence, in this case (one observation per cell), the interaction effect v, = 0 and the
.. (5:54)

(5-18) reduces to Yy =uta 4B e,

The model (5-54), where a,, B, and p are fixed (unknown) constants and, ¢, and x, are
variables is known as the fixed effect model for two-way classified data with one

ation per cell.
Statistical Analysis of the Fixed Effect Model (5-54). Letus write :

. . h
3, = Mean yield of the ith treatment(ration).-.,l; Y v =%; (i=12,..4 ..(558)

=1

I=m X R D ... (5-55a)

¥ ; : S ,

3, = Mean yield of the jth vanety::,:“f_',l Yy =T’—,J :

y. = Theoverallmean=izzy .gel Xy - 2y (5-55b)
M.J VEN" % Y hly'l

1
Least Square Estimntga of Parameters. The least square estimates of the
parameters 1, o; and 3; are obtained on minimizing the error sum of squares :
X &
E=3 ¥ =5 0y-n-o-f
- = 3.4
The normal equations for estimating 1, o, and B, are respectively :

IE
a -0--2?.?:(1'.;-11-0.-;!,-)

JE
30 =0=-2X(yy-n-o-B)

. 4

JE
EaOs—z‘Z(yy-ll—ﬂ.'—&)
"-o-;n,.wommmabmmm:
t iy i & Y A
(9 =Y. =T - U=y, -y.. ; nl o
z},,’",y-.,., 'o“"l ,.?.Vu B=y,.=y.. ; a; b;,y“-u-y,-y.. ... (5-56)
model (5-19) becomes

o4 (Fi=F)+ @ =F) + (=50 =5+ 5.0 (5-56a
€, being so chosen that both sides are equal. 0k

o f
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Partitioning of the Sum of Squares. Transposing y.. to the left side, squaring ang

summing both sides over i from 1 to k and j from 1 to &, we get
5 e i i S & ot A
%; (95-y.0 =22 |)',_, ~yi-yj+y)+ (i -y )+, —y")l

b
- - T —_ — \9 s POy o
=3 X (yy=Ti =5+ 5.2 + 22 Fo =gk XL Y=Y
W) i ‘ RET kid
+22% (¥.-5.) (yy _yl__y.,+§‘.)+2Z):(y._,'—y--)(y,,,—y,fy._,v+y,_)
W iJ

+2X ¥ (5 -¥.)(3-Y-)

v J

Now B, (g (gt =y gy =D =2 () 7=+ )]

T i
=2 [ (5.&-5--) {Z (yij—yi)— 2, (y-j‘y")} ] =0,
since algebraic sum 'of deviations of Eji set of observéltions about their me

Similarly it can be easily seen that other product terms also vanish.

ZZ @ij-y.)2=h z,( Fo-y. R+ kY=Y P+ ZE (¥ij=Yi- =Y+ Y0 ... (557
or Ls"T =S2+ S+ ls,.;z ¢ .
where Sy? =X X (y;—y)?is the Total 5.5.
i/

an 1S zero.

S2 =h X (;.—y.)?isS.S. dueto treatments,
Sy =k Z( y.j—y..)%is the S.S. due to varieties,
J

and Sg? = ZZ (yij=Yi.—y.j+3..)?is the error or residual S.S.

J
Null Hypotheses. We set up the null hypotheses that the treatments as well as
varieties are homogeneous. In other words, the null hypotheses for treatments and varieties

are respectively :

H,: M.=Hp.=...=Hp.=H ; Hyia=Ha=..=lp=H ... (5:58)
or and (5-14b), their equivalents :
Hy,: oq=0p=..=0,=0;Hy: Pr=Po=...=P=0 ... (5-58a)

Alternative Hypotheses
H;, : At least two of the p;.’s are different ; Hy, : At least two of the p's are

different. or their equivalents :
H,, : At least one of the o;’s is not zero ; Hy, : At least one of B/’s is not zero.

Degrees of Freedom for Various S.S. The total S.S., S7? being computed from N = hk
quantities (y;; — y..) which are subject to one linear constraint 22 (v —¥..) = 0 will carry
iJ

(N - 1) d.f. Similarly, S;2 will have (k — 1) d.f, sincez, (¥, ~3..) = 0and Sy? will have (h - 1

d.f, since X (¥.;-¥.) = 0 and sg2willcarry N-D-(k-1)-(h-1)=G-1 (k =1 df.
J

. N = hk).

B




TABLE 5:13: ANOVA T,
ABLE FOR TWO-WA
-WAY CLASSIFIED DAT
(ONE OBSERVATION PER CELL) .

Source of ?
Variation Sum of Squares df Mean Sum of
s ks Squares Variance Ratio
(Rations) Sf=h X (y.-y.» k- L :
i ¥ ‘5’2_(—13_:_15 Ft=;s:§"F[k—1.
e (h—1)(k—1)]
yarieties ' e
i of cows) | Sv2 = kX G, —y.)2 ™ Bl 2
(Bree 20y ~.) h-1 S =T FV=§“;7~F[h—1,
fasidual 5 — -1 k-1
iy *,2? Gy=Yi-5+7 2 |G -Dx| o S "
al) |2 " G-TkE—1)
Total ZZ &
R Wij—y.)? hk -1
iJ
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